Conditional Gaussian

Let © ~ NV (u, X) be a normally distributed vector in RP. Suppose the space R? = R™ @ R" is
split in two and write:
Ty M
= = 2 =
v [T'Z] ’ [”2] ’

Then, x, given x, is distributed as:

RT %,

@, | ¢y ~ N(py + RE; N (2 — py), X} — RX,RT)

Proof. The conditional distribution P(x, | x5) = P(x,x5)/P(x,) is also Gaussian, as it is the
product of two exponentials of quadratic forms. To fully specify a Gaussian distribution, we need
only find the leading coefficients of = that appear in the exponent (as mentioned in [gaussian]).

Q(ml) = —2 lnP(:L'l ‘ m2)
=—2lnP(xy,zy) + 21In P(x,)
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The constant is independent on x;, but may depend on x,. Using results from (Rasmussen &
Williams, 2008, A.3), the inverse of the block matrix is of the form

21 = (21 - REQRT)_l
R =-% Rx;!

22 = not important
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Using this, we may expand the quadratic form in x; as

Q(xy) = (x; — Nl)T21 (T —py) + mfRT(a:Z — Hg) + (g — NQ)TRm1 + constant
=a] 3z, —x” [S1H1 —RT(z, — Hz)] - [Mrirﬁl — (g — NQ)TR]%
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The underbraces show the corresponding coefficients for a standard Gaussian, N (u, X). The
resulting mean and covariance matrix are therefore

y=31
n= 211_1(21!51 — RT(x, — Hz))

which, using the fact that 5! RT = RX; ! is symmetric, can be expressed in terms of the
original block matrix components as:

¥ =X —RX,RT
p=p; + R (2 — py)
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