
Conditional Gaussian
Let 𝒙 ∼ 𝒩(𝝁, 𝜮) be a normally distributed vector in ℝ𝐷. Suppose the space ℝ𝐷 = ℝ𝑚 ⊕ ℝ𝑛 is
split in two and write:

𝒙 = [
𝒙1
𝒙2

], 𝝁 = [
𝝁1
𝝁2

], 𝜮 = [
𝜮1

𝑅𝑇

𝑅
𝜮2

]

Then, 𝒙1 given 𝒙2 is distributed as:

𝒙1 | 𝒙2 ∼ 𝒩(𝝁1 + 𝑅𝜮−1
2 (𝒙2 − 𝝁2), 𝜮1 − 𝑅𝜮2𝑅𝑇 )

Proof. The conditional distribution 𝑃(𝒙1 | 𝒙2) = 𝑃(𝒙1, 𝒙2)/𝑃 (𝒙2) is also Gaussian, as it is the
product of two exponentials of quadratic forms. To fully specify a Gaussian distribution, we need
only find the leading coefficients of 𝑥 that appear in the exponent (as mentioned in [gaussian]).

𝑄(𝒙1) ≔ −2 ln 𝑃(𝒙1 | 𝒙2)
= −2 ln 𝑃(𝒙1, 𝒙2) + 2 ln 𝑃(𝒙2)

= [
𝒙1 − 𝝁1
𝒙2 − 𝝁2

]
𝑇
[

𝜮1

𝑅𝑇

𝑅
𝜮2

]
−1

[
𝒙1 − 𝝁1
𝒙2 − 𝝁2

] + constant

The constant is independent on 𝒙1, but may depend on 𝒙2. Using results from (Rasmussen &
Williams, 2008, A.3), the inverse of the block matrix is of the form

[
𝜮1

𝑅𝑇

𝑅
𝜮2

]
−1

= [
𝜮̃1

𝑅̃𝑇

𝑅̃
𝜮̃2

] where

⎩
{{
{
⎨
{{
{
⎧𝜮̃1 = (𝜮1 − 𝑅𝜮2𝑅𝑇 )−1

𝑅̃ = −𝜮̃1𝑅𝜮−1
2

𝑅̃𝑇 = −𝜮−1
2 𝑅𝑇 𝜮̃1

𝜮̃2 = not important

Using this, we may expand the quadratic form in 𝒙1 as

𝑄(𝒙1) = (𝒙1 − 𝝁1)
𝑇 𝜮̃1(𝒙1 − 𝝁1) + 𝒙𝑇

1 𝑅̃𝑇 (𝒙2 − 𝝁2) + (𝒙2 − 𝝁2)
𝑇 𝑅̃𝒙1 + constant

= 𝒙𝑇
1 𝜮̃1⏟

𝜮−1

𝒙1 − 𝒙𝑇 [𝜮̃1𝝁1 − 𝑅̃𝑇 (𝒙2 − 𝝁2)]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝜮−1𝝁

− [𝝁𝑇
1 𝜮̃1 − (𝒙2 − 𝝁2)

𝑇 𝑅̃]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝝁𝑇 𝜮−1

𝒙1

The underbraces show the corresponding coefficients for a standard Gaussian, 𝒩(𝝁, 𝜮). The
resulting mean and covariance matrix are therefore

𝜮 = 𝜮̃−1
1

𝝁 = 𝜮̃−1
1 (𝜮̃1𝝁1 − 𝑅̃𝑇 (𝒙2 − 𝝁2))

which, using the fact that 𝜮−1
2 𝑅𝑇 = 𝑅𝜮−1

2  is symmetric, can be expressed in terms of the
original block matrix components as:

𝜮 = 𝜮1 − 𝑅𝜮2𝑅𝑇

𝝁 = 𝝁1 + 𝑅𝜮−1
2 (𝒙2 − 𝝁2)
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